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Summary

Eigenvalue problems play an important role in many interesting applications. Some examples include:

• Segmentation of imaging data via spectral clustering

• Recommendation in search engines via ranking algorithms

• Data reduction via principal component analysis

• Face decompositions into features in pattern recognition

Due to the size of the matrices, in almost all cases it does not make sense to calculate the eigenvalues and associated
eigenvectors exactly, but it is preferable to approximate them numerically. Often the matrices in the various appli-
cations also have a special shape, e.g. block diagonal shape or sparse form. Therefore, it makes sense to take these
properties into account in the numerical solution and thus obtain efficient algorithms, such as:

• (Inverse) Power methods

• Jacobi iterations, QR iterations

• Krylow subspace methods

In this seminar we deal with the theory and application of different numerical methods for the solution of eigenvalue
problems. We want to understand and discuss the existing algorithms and work out their advantages and disadvantages
for certain applications.
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